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(* :::::::::::::::::::::::::*)

(* =========================*)
ClearAll[nPhys, nCtx, nMem, nRep, nAct, actions, wEval, encode,
evaluate, select, piMem, embedMRAR, learn, rewardFunction, stepOnce];

(+RITDRE | REBZSETEZ TOKx)
nPhys = 2; (*Phys DXRJT+)

nCtx = 23 (xCtx DRIT*)

nMem = 23 (xMem DRJITx)

nRep = nPhys + nCtx + nMem;

nAct = 3; (*{TEIDIEE«)

(*13'@35’\‘}[/*)
actions = {"Avoid", "Approach", "Wait'"};

(*?ﬁﬁﬁﬁﬁ@iﬁ (Bl & b'C%‘/ﬁL\) *)
SeedRandom[1];
wEval = RandomReal[{-1, 1}, {nRep, nAct}];

(* :::::::::::::::::::::::::*)

(* =========================*)
encode[phys_List, ctx_List, mem_List] /; Length[phys] == nPhys &&
Length[ctx] == nCtx && Length[mem] == nMem := Join[phys, ctx, mem];

(* =========================*)

(2. evaluate:Rep-Valx)

(xVal & "&ITEBDRA N F—(flifE) DJRbx)
(* =========================*)

evaluate[rep_List] /; Length[rep] == nRep :=
rep.wEval; (+R& nAct DXV klx)

(* =========================*)
(*»3. select:Val-Actx)

(x*vVal ZZ(FE> T M1DD1TEN ZFE3\*)
(* =========================*)

select[val_List] /3 Length[val] == nAct :=
Module[ {idx},
idx = FirsteOrdering[val, -1]; (xArgMaxx)
<|"Index" - idx, "Label" -» actions[idx]|>]};

(* =========================*)
(*4. 7_Mem:PhysxCtxxMem-Memx)

(£ - XN SD "5mRD,) TREH (FILE) «)
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piMem[phys_List, ctx_List, mem_List] /;
Length[phys] == nPhys && Length[ctx] == nCtx && Length[mem] = nMem :=
Module[{drift}, («fl:Ctx DFHIBLIR) T M EDUMRABETORMET L)
drift = 0.1 Mean[ctx];
mem + drift

(¥ =========================%)

(*5. t:Mem-»MemxRepxActxRewx)

(*MRAR=MemxRepxActxRew [CIE&HATLEE«)

(»ZZTlE act,rew FSIHTRITEZHICT B+)

(¥ =========================%)

embedMRAR [mem_List, rep_List, act_, rew_] :=
{mem, rep, act, rew};

(¥ =========================%)
(6. learn:MemxRepxActxRew-Memx)
(»EREOZFHREA (S TIFBEMAR TD HEZF) «)
(¥ =========================%)
learn[mem_L1ist, rep_List, actAssoc_Association, rew_?NumericQ] /;
Length[mem] == nMem && Length[rep] == nRep :=
Module[{alpha = 0.3, idx, tdError},
idx = actAssoc["Index"];
(x,rep ETEIA VT YU ADS THAFEIE) Z/ESH] (BMEDFRN) «)
tdError = rew - (rep.wEval) [idx];
(xmem D—FEZREAMICEFH T DT DBNET IL+)
mem + alpha tdError Table[1l., {nMem}]

(¥ =========================%)
(+3REHBIEX Rew:PhysxCtxxAct-Rx)
(+B1 : Approach HEREHZF T ULA. Phys/Ctx TZEEx)
(¥ =========================%)
rewardFunction[phys_L1ist, ctx_List, actAssoc_Association] :=
Module[{idx = actAssoc["Index"], base, arousal, difficulty},
arousal = phys[1];
difficulty = ctx[1];
base = Which]|
jdx =1, -0.2 +0.3difficulty, (*Avoidsx)
jdx =2, 0.5+ 0.5arousal - 0.3 difficulty, (xApproachx)
jdx == 3, 0.1-0.2 arousal, (xWaitx)
True, 0.];
base
15
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(* :::::::::::::::::::::::::*)
(*1RATY 7D "h-BEH-1TEI+ZEE) IL—"%)
(* =========================*)stepOnce[state_ASSOC‘iat'ion] =

Module[{phys, ctx, mem, rep, val, act, memPrior, rew, memNew, mrar},

(#IREDRKEBZEOHU «)
phys = state["Phys"];
ctx = state["Ctx"];
mem = state["Mem"] ;

(» EE® © DB H-1T8x)

rep = encode[phys, ctx, mem];
val = evaluate[rep];

act = select[val];

(» TER : SCIEDRIERT 7_Memx)

memPrior = piMem[phys, ctx, mem];

(*IRENDETE )

rew = rewardFunction[phys, ctx, act];

(*MRAR NDIBHAH L)
mrar = embedMRAR [memPrior, rep, act, rew];

(xlearn IC&DRIEMBECREH )

memNew = learn @@ mrar;

<
"Phys" - phys,
"Ctx" - ctx,
"Mem" - memNew,
"Rep" - rep,
"Val" -» val,
"Act" - act,

"Rew" - rew|>

In[e]:= (* :::::::::::::::::::::::::*)

(¥ =========================%)

initialState = «|
"Phys" » {0.5, 0.2}, (+fl I BELEE. PYLEVES BE«)
"Ctx" » {0.3, 0.7}, («fl: REHFo.3,HRNEN.7 HE)
"Mem" -» {0., 0.} (#f5l : Z2—KFIVLIREREIREE) >
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In[«]:=
Out[«]=

In[«]:=

Out[«]=

In[«]:=

Out[«]=

Out[«]=

=

In[e]:=

(*1RATY7ELTHS*)
stepl = stepOnce[initialState]
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(| Phys - {0.5, 0.2}, Ctx » {0.3, 0.7}, Mem > {-0.132557, -0.132557},
Rep » {0.5, 0.2, 0.3, 0.7, 0., 0.}, Val > {0.498522, -1.05679, 0.401545},

Act - <|Index - 1, Label - Avoid|>, Rew— -0.11>
stepl["Act"]
<|Index - 1, Label - Avoid|>
stepl["Rew"]
-0.11
stepl["Mem"]
{-0.132557, -0.132557}
stepl["Val"] (» actions={"Avoid","Approach","Wait"}x)

{0.498522, -1.05679, 0.401545}

BEE D R[RAE

(*Val={vl,v2,v3,...}*)
ClearAll[conflictMargin, conflictEntropy];

(* 1L &2 DZE )
conflictMargin[val_List] /; Length[val] =22 :=
Module[ {sorted},
sorted = Reverse@Sort[val];

sorted[1] - sorted[2]
13

conflictMargin[val_List] /; Length[val] <2 :=0.}

(xsoftmax IY hkOE—x)
conflictEntropy[val_List, beta_:3.0] :=
Module[{z, p},
z = Exp[betaval];
p=2z/Total[z];
-Total[p Log[p]]
15
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in[-]- ClearAll[traceConflict];

traceConflict[stateO®_Association, T_Integer?Positive, beta_:3.0] :=
Module[{state = state0, log},

log = Reap|
Do[
state = stepOnce[state];
With[{val = state["Val"], act = state["Act"], rew = state["Rew"]},
Sow [
<|
"t t,
"Val" -» val,
"Margin" -» conflictMargin[val],
"Entropy" - conflictEntropy[val, beta],
"ActLabel" -» act['"Label"],
"Rew" - rew
[>
]
1
{t, 1, T}
]
15

(*Reap DEDIEHMS Sow NfcY A REFEDHT +)
If[Length[log[2]] > 0, log[2, 1], {}]

13
-1~ data = traceConflict[initialState, 501; (x50 A7 v FET *)

Length[data] (* -50%)
First[data] (*1RX7v7EOOJABRZHER)
Out[~]=
50
Out[~]=
qt-1, Val > {0.498522, -1.05679, 0.401545},
Margin - 0.0969772, Entropy -» 0.712373, ActLabel - Avoid, Rew > -0.11>

&TBOvalZ 7Oy bk
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vals = data[All, "val"]; (*BATYTD {vl,v2,v3}x)

valSeries = Transpose[vals]; (x{£AX7 Y 7Dv1l,v25l,v35l}«)

ListLinePlot[
valSeries,
PlotLegends - actions,
AxesLabel » {"step", "Val"},

PlotLabel » "Action values over time"

1
Action values over time
Val
v \\
[ s b N s | s s s s 1 L |
10 20 30

-0.5
-1.0

EBE (marginorentropy) ®Z7OY k

margins = data[All, "Margin"];
entropies = data[All, "Entropy"];

ListLinePlot][

{margins, entropies},

— Avoid
Approach
Wait

PlotLegends -» {"Margin (small = conflict)", "Entropy (large = conflict)"},

AxeslLabel » {"step", "conflict"},

PlotLabel -» "Conflict over time"
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